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Importance of Reforecasts

• Historical forecasts generated with a frozen model 

• Useful for diagnosing systematic errors 

• Can be used to improve model skill through post-processing



large improvements from bias corrections may indicate
that additional resolution may be helpful, leading to
smaller mismatches between model terrain height and
station elevation (see also Buizza et al. 2007).

b. Differences between 20-yr weekly and 30-day
daily training datasets

To facilitate a comparison of long and short training
datasets, the ECMWF and GFS ensemble forecasts
were also extracted every day for the period 1 July–1
December 2005. This permitted us to examine the
efficacy of a smaller training dataset. Recent results
(Stensrud and Yussouf 2005; Cui et al. 2006) have sug-
gested that temperature forecast calibration may be
able to be performed well even with a small number of
recent forecasts. This may be because the ensemble
forecast bias is relatively consistent and can be esti-
mated with a small sample. Another possibility is that
recent samples are more relevant for the statistical cor-
rection, with their more similar circulation regimes and
land surface states than data from other years.

Accordingly, we compared the calibration of fore-
casts using the prior 30 days as training data to calibra-
tion using the full reforecast training dataset. Forecasts
were compared for the period of 1 September–1 De-
cember 2005. Nonhomogeneous Gaussian regression
was again used for the calibration. Figure 7 shows that
at short forecast leads, the 30-day training dataset pro-
vided approximately equal skill improvements relative
to the 20-yr training dataset for the ECMWF model,
and marginally less for the GFS. However, as the fore-
cast lead increased, then the benefit of the longer train-
ing dataset became apparent.

Why were more samples particularly helpful for the
longer leads? We suggest that there were at least three
contributing factors. First, the prior 30-day training
dataset was 9 days older for a 10-day forecast (training
days !39 to !10) than for a 1-day forecast (training

days !30 to !1). If errors were synoptically dependent
and a regime change took place in the intervening 9
days, the training set at 1-day lead will have had
samples from the new regime but the training set at
10-days lead will not. Second, determining the bias to a
prespecified tolerance will require more samples at
long leads than at short leads. At these long leads, the
proportion of the error attributable to bias shrinks be-
cause of the rapid increase of errors due to chaotic
error growth. This is shown in Fig. 8; for the ECMWF
model, this decreased from "0.54 at the half-day lead
to "0.28 at the 10-day lead. Consequently, because the
overall error grows as the forecast lead increases and a
larger proportion of it is attributable to random errors,
determining the bias to a prespecified tolerance re-
quires more samples. The third reason was that the
short-lead forecast training datasets were composed of
samples that tended to have more independent errors
than the longer-lead training datasets. The ECMWF
1-day lagged correlation of forecast minus observed
values averaged over all stations (not shown) increased
from around 0.2 at the early leads to 0.5 at the longer
leads. Using the definition of an effective sample size n#
(Wilks 2006, p. 144),

n! $ n
1 ! "1

1 % "1
, &10'

with n $ 30, this indicates that the effective sample size
was approximately 20 at the short leads and 10 at the
longer leads. The once weekly, 20-yr reforecast dataset
should, in comparison, be composed of samples that are
truly independent of each other.

Considering again the puzzling result of similar skill
at short leads, we hypothesize that the two factors here
may have contributed to underestimating the poten-
tial skill that can be obtained with a properly con-
structed long training dataset. First, one limitation of
the ECMWF datasets was that for the 2005 data,
all forecasts were initialized with 4DVAR, but the

FIG. 5. CRPSS including bias-corrected ensemble forecasts for (a) ECMWF and (b) GFS
forecasts.
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Hagedorn et al. 2008 - CRPSS for 2m T GEFS forecast

Calibrated
Bias-corrected
Raw

• Hagedorn et al. 2008 - significant improvement in GEFS 2m 
Temperature forecasts using bias-correction and calibration

Importance of Reforecasts



CPC’s Week-2 Forecast
Temperature Precipitation



CPC’s Week-2 Forecast Tools



Reforecast-1 Tool
Temperature Precipitation



Reforecast-1 Dataset

• Produced by the Earth System Research Lab (ESRL) 

• 1998 NCEP Global Ensemble Forecasting System (GEFS) 

• 11 members 

• Initialized daily at 00z using NCEP/NCAR reanalysis from 1979 to mid-2013 

• Resolution of T62 (about 175 km)



RPSS - Precipitation - 2010 to Present
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RPSS - Precipitation - 2010 to Present
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RPSS - Precipitation - 2010 to Present
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RPSS - Temperature - 2010 to Present
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RPSS - Precipitation - 2010 to Present
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Reforecast-1 Skill - Reliability
Reliability - Temperature - Cold Season
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Issues with Reforecast-1

• Deprecated model (1998) with relatively low resolution 

• Large-scale pattern forecast by 1998-GEFS sometimes very poor 

• 1998 GEFS was being retired by mid-2013



ESRL’s New Reforcast-2

• Produced by ESRL 

• 2012 NCEP GEFS 

• 11 members 

• Initialized daily at 00z using CFSR from Dec 1984 to present 

• Resolution of T254 (about 50 km) out to 8 days, and T190 (about 70 

km) from 8-16 days



CPC’s Reforecast Calibration Project
Goals: 

1. Replace the Reforecast-1 tool since it was being retired 

2. Provide a skillful tool for CPC’s week-2 forecasters 

!

Accomplishments: 

1. Created development plan 

2. Gathered data 

3. Wrote all necessary software 

4. Produced a product



Reforecast Calibration Steps

X̄ =

Pi=n
i=1 Xi

n

�(x, y) = E
⇥
(x� E[x])(y � E[y])

⇤

� =

vuut 1

N

NX

i=1

(xi � µ)2

error. A linear transformation is proposed to adjust the
ensemble spread, if necessary, to better fit the assump-
tions required for EREG. As discussed earlier, a re-
duction of the ensemble spread is required to produce a
reasonable regression fit when the calibrated ensemble
is overdispersive.

Consider a spread adjustment factor, K, applied on all
cases prior to regression given by

Fi0 5 Fm 1 K(Fi ! Fm), (2.15)

where Fi0 refers to the transformed ensemble forecasts.
The transformation constant, K, alters the correlation
between the observation and individual transformed
ensemble members, RI0, and the expected values of Rb

and seb, and these relationships are derived from (2.6),
(2.7), and (2.14):

RI0
2 5 R2

m

S2
m

S2
m 1 K2hE2i

. (2.16a)

Thus,

Rb0 5
R2

m

RI0
, (2.16b)

s0eb 5 sY [c(1! R02
b )]1/2. (2.16c)

The maximum value of K (Kmax) that is consistent
with regression assumptions can be computed by setting
s0eb 5 0 (implying that Rb0 5 1), and can be calculated as
shown in (2.17):

KMAX 5

1

R2
m

! 1

R2
m

R2
I

! 1

0

BBB@

1

CCCA

½

. (2.17)

When Kmax , 1, the EREG estimates based on the
original model forecasts will be overdispersive and the
spread needs to be reduced to assure that the forecast
variance is less than the observed variance.

Note that Kmax does not account for the sampling
variability expected with a limited number of ensemble
members. If an ensemble forecast is presumed to be a
sample of N solutions drawn randomly from a large
population of potential solutions, then the maximum
value of K based on sampling considerations, KN, is
related to the ensemble size, N, as shown in appendix D:

KN 5
N ! 1

N

! "1/2

Kmax. (2.18)

Equation (2.18) expresses the maximum K value
supported by an N-member ensemble randomly chosen
from an infinite population of solutions and over the
dependent data sample. If KN , 1, the EREG PDF
estimate is likely to be overdispersive since the ensem-
ble spread of the original forecasts (K 5 1) is greater
than KN. In this case the ensemble spread needs to be
reduced by applying (2.15) with K 5 KN and computing
kernel distributions from (2.16a)–(2.16c).

The transformation given in (2.15) can be used to
alter the ensemble for specific purposes provided that K
stays within the range 0 , K , Kmax. For example, K
might be set to Kmax to translate the ensemble fore-
casts into a series of calibrated point (deterministic)
forecasts, equivalent to ‘‘inflation’’ in MOS equations
(Klein et al. 1959). Inflation produces a bias-corrected
set of point forecasts whose variance is the same as that
of the observations over the dependent data sample. At
the other extreme, setting K 5 0, implies that RI0 5 Rm,
and ensemble regression becomes standard linear re-
gression on the ensemble mean. This transformation
would be appropriate if the data suggested that the in-
formation from individual ensemble members worsens
the forecast based on the ensemble mean alone. Inter-
mediate values of K can also be tested in conjunction
with verification scores that are appropriate for use on
probabilistic predictions in an attempt to improve the
forecasts. The PDF estimated from an ensemble re-
gression can be generated for a variety of K values, and
the value that produces the best result when measured
by a given scoring rule and on a given set of forecasts
can be selected to provide an estimate of an optimum
ensemble spread for that score.

FIG. 1. Schematic illustration of the PDF derived from an en-
semble regression of four ensemble members. The PDF is the
normalized sum of the Gaussian kernels centered at the regression
estimate of each of the four members. Here, Fi

9 represents the
regression forecast based on of the ith ensemble member, Fi. Both
a0 and a1 are regression coefficients and se is the EREG error
estimate for the best member.
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1 
!

Obtain 
reforecast data

2 
!

Generate 
statistics

3 
!

Calibrate realtime 
ensemble

4 
!

Produce product 
for forecasters

1985010100/c00/tmp_2m_1985010100.grib2!
1985010100/p01/tmp_2m_1985010100.grib2!
1985010100/p02/tmp_2m_1985010100.grib2!
1985010100/p03/tmp_2m_1985010100.grib2!
1985010100/p04/tmp_2m_1985010100.grib2!
1985010100/p05/tmp_2m_1985010100.grib2!
1985010100/p06/tmp_2m_1985010100.grib2!
1985010100/p07/tmp_2m_1985010100.grib2!
1985010100/p08/tmp_2m_1985010100.grib2!
1985010100/p09/tmp_2m_1985010100.grib2!
1985010100/p10/tmp_2m_1985010100.grib2



Reforecast-Calibrated Forecast
Temperature Precipitation



RPSS - Precipitation - Reforecast-2 Period

R
PS

S

-0.01

0

0.01

0.02

0.03

0.04

M
an

ua
l

BC
 G

EF
S

N
AE

FS

R
fc

st
 1

R
fc

st
 2

Reforecast 2 Skill - RPSS
RPSS - Temperature - Cold Season

R
PS

S

-0.05

0

0.05

0.1

0.15

0.2

M
an

ua
l

Kl
ei

ns

R
aw

 G
EF

S

BC
 G

EF
S

N
AE

FS

R
fc

st
 1

R
fc

st
 2
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RPSS - Precipitation - Reforecast-2 Period
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Reforecast 2 Skill - Reliability
Reliability - Temperature - Cold Season
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Conclusions
• Reforecast-1 tool has significantly higher skill than raw GEFS 

• Reforecast-2 tool has significantly higher skill than reforecast-1 tool 

• Reforecast-2 tool is CPC’s most skillful week-2 forecast tool (during 

the cold season) 

• CPC’s Reforecast Calibration Project was a success: 

– Created a forecast tool that could replace the retiring Reforecast-1 tool 

– Created a skillful tool to potentially improve CPC’s Week-2 forecast
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